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1 Introduction

Consider the Gregory integration formula∫ n

0

f(x)dx =
n∑

k=0

f(k) + a0(f(0) + f(n)) +
∑
k≥1

(
ak
k!

)(∆h1 ...∆hk
f(0) +∆−h1 ...∆−hk

f(n)) (1)

with end corrections, where ∆hk
is the forward difference operator with step size hk. In this study

we prove that formula (1)1 can be optimized by minimizing some of the coefficient ak in the re-
mainder term by particle swarm optimization. Experimental tests prove that formula (1) can be
rendered a powerful formula for library use.
Note that for h1 = h2 = ... = hk = 1 reduces to the classical Gregory integration formula.
To justify our formula, we shall use the umbral methods developed by Rota and his school [1]-[3]
instead of classical generating function technic.
When f(x) is replaced by 1, x, x2, x3... we find [2].

a0 = − 1
2 a1(h1) =

1
12h1

, a2(h1, h2) =
1

24h2
, a3(h1, h2, h3) =

1
720h3h2h1

(
− 1 + 5h2

1 + 15h1h2

)
a4(h1, · · · , h4) = − 1

480h4h3h2h1

(
5/3(h2

2h1 + h3h
2
1 + h2h

2
1)− 1/3(h1 + h2 + h3) + 5h3h2h1

)
a5(h1, · · · , h5) =

1
60480h5h4h3h2h1

(
2 + 7(−h4

1 + h2
2h

2
1 + 5h2

2h
2
3 + 15h3h2h

2
1 + 15h2

3h2h1 + 15h4h
2
2h1 +

15h3h
2
2h1+15h4h3h

2
1+15h4h2h

2
1+45h4h3h2h1−7(h2

3+h2
2+h2

1+3h4h3+3h4h2+3h4h1+3h3h2+

3h3h1 + 3h2h1)

)

Troncating the right member of (1) at the (5)-st term, we get the approximation∫ n

0

f(x)dx≈
n∑

k=0

f(k) + a0

(
f(0) + f(n)

)
+ a1(h1)

(
f(h1)− f(0) + f(n− h1)− f(n)

)
+ a2(h1, h2)

(
f(h1 + h2)− f(h2)− f(h1) + f(0) + f(n− h1 − h2)

+ f(n− h2)− f(n− h1) + f(n)

)
+ a3(h1, h2, h3)

(
f(h1 + h2 + h3)− f(h2 + h3)− f(h3 + h1)

− f(h2 + h1) + f(h3) + f(h2) + f(h1)− f(0) + f(n− h1 − h2 − h3)

1 This formula has a sense so n ≥ 1. In the contrary case an appropriate variable change will permit us
to do the integral without no difficulty.
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− f(n− h2 − h3)− f(n− h3 − h1)− f(n− h3)− f(n− h2 − h1)

+ f(n− h2) + f(n− h1)− f(n)

)
+ a4(h1, · · · , h4)

(
∆h1 · · ·∆h4f(0) +∆−h1 · · ·∆−h4f(n)

)
+ a5(h1, · · · , h5)

(
∆h1 · · ·∆h5f(0) +∆−h1 · · ·∆−h5f(n)

)
(2)

The problem we consider here is to optimize the remainder. For do it, we try to determine h1,
h2, h3, h4 and h5 that gives us a3, a4 and a5 as closer as possible to zero (0).
a3, a4 and a5 is a nonlinear system of 3 equations to 5 unknowns h1, h2, h3, h4 and h5; we take
h4, h5(= 1, in this study) as parameters and let’s solve this nonlineair system by PSO.
The PSO method provides us the solution: h1 = 0.09, h2 = 0.3 and h3 = 0.08
The particle swarm treatment supposes a population of individuals designed as real valued vectors
particles, and some iterative sequences of their domain of adaptation must be established. It is
assumed that these individuals have a social behavior, which implies that the ability of social con-
ditions, for instance, the interaction with the neighborhood, is an important process in successfully
finding good solutions to agiven problem.
The strategy of the PSO algorithm is summarized as follows: We assume that each agent (particle)
i can be represented in a N dimension space by its current position Xi = (xi1, xi2, · · · , xiN ) and
its corresponding velocity vi = (vi1, vi2, · · · , viN ). Also a memory of its personal (previous) best
position is represented by pi = (pi1, pi2, · · · , piN ), called (pbest), the subscript i range from 1 to
s, where s indicates the size of the swarm. Commonly, each particle localizes its best value so far
(pbest) and its position and consequently identifies its best value in the group (swarm), called also
(sbest) among the set of values (pbest). The velocity and position are updated as:

vk+1
ij = wijv

k
ij + c1r

k
1 [(pbest)

k
ij − xk

ij ] + c2r
k
2 [(sbest)

k
ij − xk

ij ] . (3)

xk+1
ij = vk+1

ij + xk
ij . (4)

where xk+1
i , vk+1

i are the position and the velocity vector of particle i respectively at iteration k+1,
c1 and c2 are acceleration coefficients for each term exclusively situated in the range of 2−−4, wj

is the inertia weight with its value that ranges from 0.9 to 1.2, where as r1, r2 are uniform random
numbers between zero and one. For more details, the double subscript in the relations ( 3) and ( 4)
means that the first subscript is for the particle i and the second one is for the dimension j.
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