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1 Abstract

Most industrial problems tend to optimize several objectives at once. This kind of problem does not
usually have a single optimal solution, but rather a set of best trade-offs. To solve these problems,
the resolution algorithms, such as metaheuristics, have to adjust their way of doing things in order
to find a number of solutions : the Pareto-optimal set. In some recent work [1] a new evolutionary
algorithm which allows solving multiobjective problems was proposed : the GISMOO algorithm.
This algorithm looks like a genetic algorithm with an elitist replacement, but its main distinctive
feature is that it contains an immune phase, whereby half of the offspring population is generated
by methods coming from clonal selection algorithms [2]. This immune phase allow us to obtain a
set of solutions which are better distributed on the Pareto front. Moreover, it is important to note
that GISMOO, unlike other evolutionary algorithms, requires few parameters to calibrate. Thus, it
is easy and fast to readjust this algorithm to different problems. Finally, whether the problems are
continuous [3] [1] or combinatorial [4] [5], GISMOO outperforms the reference algorithm NSGA-II
[6]. Indeed, the classical metrics used during the set of experiments show a better convergence
toward the Pareto front and an ability to find more diversified solutions.

In order to make GISMOO accessible to as many people as possible and to get a version which is
easily adaptable to any kind of problem, the use of a framework seems to be the suitable solution.
The framework that has been chosen is ParadisEO [7], a white-box object-oriented framework for
the design of metaheuristics on different platforms. These metaheuristics can be either based on
a single solution or several solutions such as evolutionary algorithms. In addition, this framework
contains a module for solving multiobjective problems and another to exploit parallel architectures
in order to implement parallel and distributed metaheuristics. In its basic version, ParadisEO pro-
poses the MOGA, NSGA-IT and SPEA-IT algorithms but not yet the GISMOO algorithm, although
the latter was proved more efficient. This is why it is interesting to propose an implementation of
GISMOO in Paradiseo, whereby users could quickly optimize their own problems by the GISMOO
algorithm. To do this, users only have to define the problem in the framework, especially deter-
mining its objective functions. Furthermore, they could use the crossover operator and mutations
operators already defined in ParadisEO or create new operators more specific to their problem.

2 Numerical experiment and results

To exemplify the efficiency of the GISMOO implementation in ParadisEQO, the quadratic assig-
nation problem (MQAP) [8] has been chosen. Schematically, a set of facilities have to be assigned
to various locations. For each pair of facilities, there are different kinds of flow, and the flow cost
depends on the distance between the two facilities. The aim of this problem is to minimize the
total cost of each flow. In this way, each kind of flow corresponds to a specific objective function of
the problem. Like its uniobjective version, this problem is NP-hard [8] and so requires the use of
approximate methods to optimize problem instances with many facilities and locations. Moreover,
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the MQAP is a well-known multiobjective problem, and some test instances are freely available
[9]. The true Pareto front is available for some test instances which allow us to validate the quality
of the solutions obtained by the implemented algorithm. During the set of experiments, GISMOO
was directly compared with algorithms already defined in ParadisEO, such as NSGA-IT or SPEA-
II. Since this is multiobjective optimization, several elements have to be evaluated. Thus, three
metrics have been used. The first metric, called the convergence metric 1" [6], allows us to assess
the convergence of a solution set toward the Pareto front or its approximation. The second metric
% [10] compares the convergence of two sets of solutions obtained. More specifically, it indicates
the proportion of solutions dominated by another solution set. The last metric, the diversity met-
ric ¢ [6], allows us to evaluate the spread of solutions contained in a set. The results obtained on
twenty test instances confirm that the GISMOO algorithm outperforms the others according to all
three metrics computed. Indeed, the first two metrics show a better convergence of the algorithm
toward the Pareto front. In addition, according to metric §, the solutions obtained by GISMOO
are better distributed than those obtained by competing algorithms. This spread is an important
consideration in offering a wide range of choices to the decision maker. More details on the set of
experiments and results will be provided in an extended article.
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