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1 Introduction

Ant colony optimization (ACO) [1–3] is a metaheuristic based on foraging behavior observed in
colonies of real ants, and has been applied to a wide variety of problems, including vehicle routing
[4], feature selection [5] and autonomous robot navigation [6]. The method generally uses simulated
“ants” (i.e., mobile agents), which first construct tours or paths on a network structure (correspond-
ing to solutions to a problem), and then deposit “pheromone” (i.e., signalling chemicals) according
to the quality of the solution generated. The algorithm takes advantage of emergent properties
of the multi-agent system, in that positive feedback (facilitated by pheromone deposition) quickly
drives the population to high-quality solutions.

Parallel versions of ACO have been developed [7–10] (see also [11] for a survey), and, in recent
work, we present a graphics processor unit (GPU)-based version of ACO that, for the first time,
parallelizes both main phases of the algorithm (that is, tour construction and pheromone depo-
sition), placing more emphasis on data parallelism [12, 13]. However, the parallel designs for the
ACO algorithm proposed so far on these architectures are either: task-based approaches [11] which
compromise the GPU parallelism or highly computationally demanding to avoid serialization [12,
13]. As mentioned in [14], there are some issues with the latter approach:

– The reduction is performed on the entire thread block and this prohibits synchronization
between warps so that idle warps result.

– The random numbers generated can decrease the influence of the heuristic and the pheromone
information, and thus it can lead to a reduction in the quality of the tours generated.

– A random number must be generated for each thread for n iterations in order to build a
complete tour.

We rethink the parallelization strategies for the ACO algorithm that solves the Travelling
Salesman Problem (TSP) on massively parallel architectures. Of particular relevance to us are
attempts to parallelize the tour construction stage as it is the most challenging and irregular part
of ACO-based algorithms. In this work, we propose a vectorization-based design which is based on
basic parallel primitives such as prefix scan, stencil and reduction to leverage the GPU’s massively
parallel architecture. Our design identifies an ant as a 32-width vector (or warp in CUDA), evenly
distributing them among thread blocks. This design enhances the application parallelism, but
also centralizes all operations performed by each ant at warp level, and thus the algorithm can
benefit from new shuffle instructions that allow threads within the same warp to communicate
with each other. This kind of instructions are available in the last generation of Nvidia GPUs
and proposed in the new upcoming OpenCL standard 2.0. Moreover, we introduce an SS-Roulette
method (Scan-Stencil Roulette) as a new way to implement the classic Roulette Wheel selection
while improving GPU parallelism. SS-Roulette consists of reproducing the traditional roulette
wheel selection procedure, but now in parallel. SS-Rouletter only generates a random number per
each run of ACO algorithm to feed into the stochastic simulation. Thus, the probabilities and tabu
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values (a value showing whether the city has been visited or not) are multiplied and stored in the
shared memory array before prefix scan is developed on this in-place array. Then, a stencil checking
is performed on the prefix scan array to decide which city is the next city to go.

Our major contributions include the following:

1. To the best of our knowledge, this is the first vectorization-based parallelism scheme on mas-
sively parallel architectures for the ACO tour construction stage. Our design identifies an ant
as a 32-width vector (or warp in CUDA), evenly distributing them among thread blocks.

2. We introduce an SS-Roulette method (Scan-Stencil Roulette) as a new way to implement the
classic Roulette Wheel selection while improving GPU parallelism.

3. We evaluate the shuffle instructions that allow threads within the same warp to communicate
with each other, available in the last generation of Nvidia GPUs and proposed in the new
upcoming OpenCL standard 2.0.

4. We offer an in-depth analysis of both stages of the ACO algorithm for different instances of the
TSP problem. Several GPU parameters are tuned to reach a speed-up factor of up to 3x for
the tour construction stage compared to the best GPU implementation previously published.

5. The solution accuracy obtained by our GPU algorithm is comparable to that of the sequential
counterpart version using TSPLIB.
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